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Supply chains suffer from fluctuations that occur in the inventories along the chain.  These fluctuations disrupt the product output, are costly in capital, and can result in considerable disruption and hardship in personal lives.  Standard techniques from statistical physics can lead to insights on the nature of the fluctuations and on means for their management control.  The physics techniques show that the nature of the fluctuations depends on the extent of the information exchange between the entities in the supply chain, and that the effectiveness of management attempts to control the fluctuations depends strongly on the nature and the extent of information exchange.  An easy-to-use simulation program that can be hosted on a laptop, is described that demonstrates the impact of information exchange on management control of the fluctuations.




1.  Introduction

A ubiquitous management problem is the inefficient use of the supply chains that exist in virtually all manufacturing processes.  This is especially important in times of economic downturn, when costs need to be carefully managed.  The inefficient use of supply chains manifests itself in wasteful and unwanted fluctuations in the inventories along the chain.  As a result of these fluctuations, product output is disrupted, capital costs increase, and unnecessary job disruption and hardship can occur.  Supply chain inventory fluctuations have a significant impact on a nation’s manufacturing competitiveness.
A widely used simulation game in business schools that demonstrates how easily the fluctuations can arise, and how difficult they can be to control, has been developed by J.D. Sterman and his colleagues at MIT (Sterman and Fiddaman, 1993).  The simulation deals specifically with a beer distribution supply chain.  The results suggest that the oscillations are due to the over-reaction to input fluctuations by the managers of the individual entities in the chain.  The results also suggest that the situation could be improved by information technology that would provide timely information and feedback to each manager.   

The purpose of our paper is twofold:  
First, the paper summarizes a statistical physics approach to understanding the supply chain oscillations.  Standard techniques from statistical physics can lead to insights on the nature of the oscillations and on means for their control.  Much of the statistical physics supply chain work has been reported earlier in a number of papers (Dozier and Chang, 2004a, 2004b, 2005, 2006a, 2006b, 2007), and in a recently published chapter in the book, Supply Chain, The Way to Flat Organization (Dozier and Chang, 2009).  
The second purpose of the paper is to describe a new simple-to-use supply chain simulation program that can be installed on laptops.  It has been developed to enable widespread use of simulation by manufacturing managers who must deal with supply chain problems on a daily basis.  It is hoped that its use will both convince managers of the advantages to be gained by the use of information technology (IT), and provide a template for the necessary IT elements to incorporate in a real-life situation  
The statistical physics approach is addressed in Sections 2 and 3.  The new simulation program is described in Section 4.
Section 2 describes an application of statistical physics techniques to relatively static situations in manufacturing.  A pseudo-thermodynamics of a manufacturing sector is summarized.  A particularly important element of this pseudo-thermodynamics for supply chain inventory fluctuations, is the nature of effective intervention forces that can be uniquely derived from this thermodynamics.  
Section 3 addresses dynamic situations in manufacturing supply chains.  Specifically, a simple application of the statistical physics approach is described that leads directly to the existence of supply chain inventory oscillations.  
In Section 3a, it is shown that the nature of the oscillations depends on the extent of the information exchange between the entities in the supply chain.  When the information exchange occurs only between an entity and the two entities immediately below and above it in the chain, the oscillation frequencies depend strongly on the way the oscillation amplitudes change along the chain.  On the other hand, when the information exchange occurs between an entity and all the other entities in the chain, the oscillation frequencies depend more weakly on the way the oscillation amplitudes change along the chain.  The result is that damping of the oscillations is easier in the latter case.
In Section 3b, possible management interventions are discussed that can increase the production rate of a supply chain, utilizing the effective pseudo-thermodynamic forces discussed in Section 2.  Both the time scale and the position focus of the intervention are important for determining the effectiveness of the intervention.  

Section 4 describes the newly-developed supply chain simulation program that can be hosted on laptops.  The program dramatically illustrates the importance of information exchange in managing the unwanted oscillations.
2.  Application of statistical physics to relatively static situations in manufacturing

Statistical physics was developed initially to analyze systems comprising a large number of inanimate objects, e.g., a box containing a gas made up of a large number of thermally agitated molecules.  The analysis succeeds by systematically focusing on a few variables of interest at a macroscopic level.  This systematic focusing is important for simplifying the analysis sufficiently, that an understanding is made possible of the relationships that can exist between the macroscopic variables.  A corollary benefit is that the formalism leads to implications for how the associated microscopic variables (that describe the activity of the individual objects) are distributed. 

The systematic focusing on a few macroscopic variables of interest is accomplished by  the “constrained optimization” approach of statistical physics.  The approach is “constrained” by the requirement that specific measured values can be assigned to the few chosen relevant variables, and it is “optimized” by deriving the probability distribution that corresponds to the maximum possible number of possible arrangements of the entities comprising the system that give the specified values of the macroscopic variables.  
This approach is related to a long-term association that has existed between economics and thermodynamics, which can be regarded as one particular aspect of statistical physics:  .  This association can be found in both neoclassical economics and modern new growth economics. Indeed, Krugman (1995) has remarked that economics is based on physics, and one of his favorite examples is that of the thermodynamics of economics.  Even systems far from economic equilibrium can be treated by (open system) thermodynamics (Thorne & London, 2000).  Costanza, et. al. (1997) have noted that biology has also played an important role, emphasizing that both thermodynamics and biology drove the development of new growth economic models: And Smith and Foley (2002) have pointed out that both neoclassical economics and classical thermodynamics seek to describe natural systems in terms of solutions to constrained optimization problems.   

It may seem strange that a statistical physics methodology that was developed originally to describe the behavior of a large number of inanimate objects, can also find successful application to economic behavior, in which large numbers of motivated people interact to achieve a desired goal.  Nevertheless, the methodology has proved to be quite successful in describing economic behavior.  Apparently, there is enough randomness in the performance of motivated people, that the methods of statistical physics still apply. 
The statistical physics approach leads to well-defined “management forces” that can change the distribution of the variables within an industrial sector. As an illustration of a general approach, let us suppose that a particular industrial sector has an objective of decreasing the average unit cost of production, and wishes to do this by implementing information technology transfer from an external source.  This objective can be posed as a straightforward constrained optimization problem in statistical physics, and the problem can be solved by maximizing a probability distribution subject to taking into account the constraints provided by the total cost of production and the total number of units produced.  This leads directly to the familiar Maxwell-Boltzmann distribution function, from which pseudo-thermodynamic quantities can be defined analogous to the quantities in conventional thermodynamics  (A detailed derivation of the relevant equations is contained in Dozier and Chang (2004).)  

The main results of this analysis are shown in Table 1:


Variable


Physics



Economics


State (i)


Hamiltonian eigenfunction

 Production site



Energy


Hamiltonian eigenvalue Ei
       
 Unit production cost Ci

Occupation number   
Number in state Ni
 

 Sales output Ni 



Partition function Z      
 ∑exp[-(1/kBT)Ei]


∑exp[-βCi]


Free energy F

kBT lnZ




(1/β) lnZ


Generalized force fξ         ∂F/∂ξ




∂F/∂ξ


Example

ξ = Pressure


ξ = Information technology


Example

ξ= Electric field x charge
ξ = Mfg. technology


Entropy (randomness)
- ∂F / ∂T 


kBβ2∂F/∂(
Table 1.  Comparison of statistical formalism in physics and in economics (based on Dozier and Chang (2004a)

In this Table, the statistical physics formalism has naturally replaced the product of Boltzmann’s constant kB and the temperature T in the physics realm by the inverse of a “bureaucratic factor β” in the economic realm.  

It is interesting that the constrained optimization approach leads directly to a generalized pressure-like force corresponding to information transfer.  (A second example is also provided in Table 1 of an effective force due to the introduction of new manufacturing technology.)  The main point is that an effective “force” can be derived from a partition function or associated free energy provided by a constrained optimization pseudo-thermodynamics of manufacturing.

It is also possible to obtain conservation equations relating the pseudo-thermodynamic quantities of Table 1.  This can be done by differentiating the expression for the total cost of production [Dozier and Chang (2004a)]

As a preliminary data comparison, these results have been applied to two particular sectors (the semiconductor sector and the heavy springs sector) in the U.S. Economic Census Data for the Los Angeles Metropolitan Statistical Area for 1992 and 1997 (Dozier and Chang, 2006b)  The per capita information technology investments were known for both of these sectors:  they were high for the semiconductor sector and low for the heavy springs sector.

The semiconductor sector experienced both a decrease in the average unit cost of production) and a decrease in entropy (a lower effective temperature).  In this case, both effects were operating synergistically.  The sector also displayed a marked increase in output.

The heavy spring sector (the information-poor sector), on the other hand, displayed little change in output.  Its entropy term increased and its average unit cost of production also increased.  In this case, both effects acted in the wrong direction, and no increase in output occurred..

Although this preliminary examination of data is not directly applicable to information transfer in general, and although it is not possible to attribute all the changes to information technology investments since several other factors were operating, the examples suggest that both the force and entropy terms in Table 1 can act synergistically to increase production output.   

In other words, this suggests that information technology transfer can act to both decrease the effective temperature of a sector and to reduce costs.  The former might be achieved by focusing information technology transfer efforts on companies that have unit costs that are far out of line with the average unit costs.   It might also be achieved by focusing information technology transfer efforts on companies that have the best unit costs, letting the other companies drop by the wayside.  Another possible method of decreasing entropy might be to provide market incentives for “heat flow” from the sector to sectors (including the government itself) that have lower temperatures.  

As a second example of the application of the constrained optimization technique of statistical physics, the impact of information technology on the improvement of productivity (i.e. on improving the output per employee) was considered.    A detailed account of this example is contained in Dozier and Chang  ( 2006b) and is described in the proceedings of the CITSA 04 conference (Dozier and Chang 2004a).

The constrained optimization formalism is applied here also, except that now the focus is not on the unit cost of production but rather on the shipments per company.   In this example, the technique is used to derive the most likely distribution of the number of companies having a particular value of shipments per company vs. the shipments per company.


[image: image1]
Figure 1. Comparison of U.S. economic census cumulative number of companies vs. shipments/company (diamond points) in LACMSA in 1992 and the statistical physics cumulative distribution curve (square points) with ( = 0.167 per $106
The figure above (taken from Dozier and Chang, 2006b) compares the predicted cumulative distribution for a value of “inverse temperature” ( = 0.167 per million dollars with actual data for the manufacturing sectors in the Los Angeles Metropolitan Statistical Area for 1992.    As can be seen from the figure, the comparison is quite good, giving good validation for the statistical physics constrained optimization applicability to an economics problem. 

In this preliminary study, the interest was in the impact of information technology (IT) on various statistical physics parameters of companies as a function of company size.  Table 2 shows the ratios of the 1997 statistical physics characterization parameters to their values in 1992 for large, intermediate, and small companies in the Los Angeles manufacturing sectors.  Shown are the ratios for the number of companies in a size segment (#). the number of employees in the corresponding segment (E), the average number of employees per company (E/comp). the shipments of the sector (Sh), the shipments per employee (Sh/E), and a normalized “inverse temperature (()  
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Table 2.  Ratio (“97/’92) of the statistical physics characterization parameters (from Dozier and Chang, 2006b)

It can be seen from Table 2 that the impact of information technology investments on the statistical physics characterization parameters does seem to be correlated with the company size.  Whether or not the same type of size-dependency exists in the technology transfer realm bears analysis.

To summarize, Section 2 has shown that the application of the constrained optimization technique of statistical physics to (quasi) time-independent economic phenomena is supported by preliminary comparisons with U.S. Economic Census Data for the Los Angeles Metropolitan Statistical Area.  The application of the technique appears to be justified both to systematically analyze the data and to provide a comprehensive and believable framework for presenting the results.  For our immediate purpose of analyzing oscillatory phenomena in supply chains, the successes also provide confidence in the concept of an effective pseudo-thermodynamic-derived “information force”.

3.  Inventory oscillations in manufacturing supply chains 
The foregoing observations about the role of thermodynamics in economics are in the quasi-static realm:  the variables involved are relatively slowly changing in time.  However, statistical physics also treats dynamic (time-dependent) phenomena, and can be used to understand important. time-dependent processes in economics.  

For time-dependent aspects, the formalism naturally takes into account the impact of time-dependent collective (cooperative) effects on the systems, of importance for designing effective cybernetic management control practices for complex situations.   .  In particular, it is well known that companies in supply chains exhibit inventory oscillations that can be larger than the oscillations in market demands.  Properly focused policy and cybernetic-based management can reduce these oscillations, and statistical physics can provide a systematic guide on how best to focus and time these efforts to perform this cost-saving reduction.
In a somewhat larger scope, Koehler (2001, 2003) has been studying the interactions between the private and public sectors, and has emphasized the need to understand how best to conduct interactions between sectors that can have quite drastically different intrinsic time scales.  Statistical physics techniques can also be used to address this need.  Some insights into the broader problem can be gained from the application of techniques to the supply chain problem.
3a.  Normal mode oscillations in supply chains 

In this section, we describe briefly a simple statistical physics model of inventory oscillations in a supply chain.  Details of the approach are contained in three conference presentations (Dozier and Chang, 2005, 2006a, 2007), and follows especially closely the presentation in Dozier and Chang (2006a) 
The approach consists of introducing a distribution function that describes the inventory level as a function of position in the chain, the speed at which inventory is being processed and moved along the chain, and of time.  A conservation equation is then written for this distribution function.  As in the quasi-static case treated in Section 2, here, too, the focus can be directed on a few macroscopic variables, such as average throughput rate and average inventory level in the chain.  These quantities can be expressed as integrals over the distribution function.

To simplify the treatment to its simplest elements, some approximations can be made.  For example, the discrete variable identifying each entity in the chain can be replaced by a continuous variable. (Dozier and Chang (2005) shows the modifications resulting from dealing with the discrete label n instead of the continuous variable x, and demonstrates that for long supply chains, the basic features of both treatments are essentially the same.)   Moreover, the branching present in supply chains can be ignored, and only a linear supply chain considered in which the output of one entity is fed only to the next entity in the chain.  Where branching does occur, the linear chain approach is tantamount to treating all the entities at a given level of the chain as a single entity.  In addition, end effects at the starting and ending levels of the chain can be ignored.   Removal of these approximations is straightforward.
In the supply chain, the time rate of change of the inventory level in one entity depends on the information that is available to that entity about the inventory levels at other levels.  For example, if the inventory is growing in the level just below it in the chain, the manager of the entity may choose to increase production so as to keep up with the material that is being provided to it.  At the same time, if the inventory in the level above it is growing excessively, it may be a signal to the manager to decrease production so as to avoid inventory piling up.   
The dependence of inventory at one level on the inventories at other levels provides a feedback mechanism that effects how inventories fluctuate in both time and with position in the chain.  By requiring self-consistency in the inventory fluctuations – i.e., taking into account in a self-consistent manner how the levels effect each other – the conservation equation for the distribution function can be used to find the form of naturally occurring fluctuations in the chain.  In statistical physics, these naturally occurring fluctuations are often referred to as “normal modes” of the system.
As an example of the procedure, suppose we introduce an inventory distribution function f(x,v,t) that depends on position x in the chain, the production flow rate velocity v, and time t.  This distribution function satisfies a simple conservation equation in the space defined by the variables x and v.   If it is assumed that no production units are destroyed at each level of the chain, then the conservation equation takes the form

(f/(t + ([fdx/dt]/(x +([fdv/dt]/(v = 0




(1)

This equation simply states that the change of fdxdv is due only to the difference between the flow into and out of the volume dxdv.  In a perfectly operating supply chain, we would expect that there would be no difference in the incoming and outgoing flows.  By permitting a difference between the flow into a volume element dxdv and the flow out, the possible existence of local inventory fluctuations is allowed..

By introducing a force F that influences the velocity of the production rate v, this equation can be rewritten 





(f/(t + ([fv]/(x +([fF]/(v = 0





(2)

We assume that the force F is of the type discussed earlier in Section 2, i.e. that it can be uniquely derived from a pseudo-thermodynamic partition function for the chain entities.  The important point is that the force depends on f(x,v,t) or some integral over f(x,v,t) in the manner described earlier.  If F is due to an integral over f(x,v,t), then an appropriate integration of eq. (2) provides a self-consistent equation for F. 
For a uniform chain, a normal mode can be described by assuming that 


f(x,v,t) = f0(v) + fωkexp[i(ωt –kx)]





(3)
This form describes a fluctuation wave that travels along the chain:  the quantity “k” describes how rapidly the amplitude of the wave varies with position in the chain.
On substituting this form for f(x,v,t) into eq. (2), assuming that the magnitude of fωk is much less than that of f0(v), and requiring the self-consistency just described, it is found that not all ω are allowed for a given k for a naturally occurring oscillation.  Rather, a naturally occurring oscillation will occur only for a specific dependence of ω on k:

ω =ω(k)








(4)

In normal mode parlance, eq. (4) is known as the “dispersion” relation for ω.

Two examples are given below:  
(1)  In the first, F(x) depends only on the inventories of the production units immediately above and below x in the chain. 
(2) In the second, F(x) depends on the inventories of all of the production units in the chain.
In the first example (local information exchange), details of which are contained in Dozier and Chang (2004), the dispersion relation is

( = (2)1/2 kV0 + i((/2)(k/N0) (2)3/2 V0 3(f0((2)1/2 V0 ) /(v]

(5)

The first part of this expression describes a disturbance that travels along the chain like a sound wave (Kittel, 1996), i.e. the velocity of propagation of the disturbance along the chain is constant and related to V0, the average production flow velocity through the chain when there are no fluctuations.
The second term on the right describes a damping of the sound-like wave.  It results from a singularity in the integral over f(x,v,t) required to express F.  Specifically, in the language of statistical physics, it arises from the Landau prescription for treating singularities [Landau (1946); Stix (1992).  The extent to which the fluctuation is damped depends on the shape of the distribution function f0 that describes the ideal operation of the supply chain:  a steady state situation without fluctuations.  Specifically, the damping is determined by how fast the distribution function changes its shape with a change in production flow rate ((f0/(v) at a flow rate larger than the steady-state production flow rate.  
Thus, when an entity in the linear supply chain exchanges information only with the two entities immediately above and below it in the chain, a slightly damped sound-wave-like normal mode results.  Inventory disturbances in such a chain tend to propagate forwards and backwards in the chain at a constant flow velocity that is related to, but larger in magnitude than, the desired steady-state production unit flow velocity through the chain.  This damping can be relatively small, since the steady state distribution is peaked at a flow rate smaller than the propagation rate.
In the second example where the behavior at one level of the chain is determined by the inventories at all levels in the chain (universal information exchange), the dispersion relation is quite different:

(≈ kV0 + (V0/l) [1  + i {(V02/(2k2l2N0)}(f0/(v ]


(6)

where (f0/(v is evaluated at v = (/k ≈ V0 +  (V0/kl).
 The details of this example are contained in Dozier and Chang (2006a and 2008).

In this expression, V0 denotes the average rate at which production units flow through the chain when there are no inventory fluctuations, and N0 denotes the average inventory level when there are no fluctuations.
  The quantity l is the elemental distance in x that relates x to the discrete number of the level.



 

In the first two terms, the second (which does not depend on k) is the larger.  Thus, the dispersion describes an oscillation at a constant frequency, with a fast propagating term.  (This is similar to a plasma oscillation in a collection of charged particles.) 

The third term describes a damping of the oscillation: since for velocities greater than V0, (f0/(v< 0.  Moreover, the derivative (f0/(v is evaluated at a velocity close to V0 , the flow velocity where the distribution is maximum.  Since the distribution function is larger there, the damping can be large.  As the wave number k becomes large, the damping (which is proportional to (f0 ((/k) /(v) can become large as the phase velocity approaches close to the flow velocity V0.  This supports Sterman and Fiddaman’s conjecture that IT will have beneficial effects on supply chains.  
Thus, universal information exchange results both in changing the form of the dispersion relation for the supply chain oscillation and in the suppression of the resulting oscillation
3b.  Increasing supply chain production rates by focused management interventions
In the foregoing, we have seen that the dispersion relations for both the local information exchange example and the universal information exchange example contain terms that describe damping of the oscillation.  The damping in the universal exchange case appeared to be larger than in the local exchange case, due to the largeness of the relevant (f0 ((/k) /(v) derivative in the universal exchange case.  

In both cases, the damping occurs at a production rate velocity that corresponds to a natural velocity of the corresponding normal mode.  This suggests that internal management efforts or external government assistance efforts to damp inventory fluctuations can best be achieved by interventions that are in resonance with the normal oscillation disturbances.   
Again, the formalism of statistical physics provides a straightforward way of verifying this conjecture, and of determining how effective intervention efforts can be. In the derivation of normal modes, a linear approximation was used:  in the equations only quantities that were first order in fωk were retained, i.e. only terms containing the small quantity fωk once were retained.  A slightly more ambitious calculation can be used in which the equations for fωk are still kept linear, but the equation for how the background steady-state distribution function f0 evolves, contains smaller terms in which products of fωk appear [Drummond and Pines (1962)].  . In this “quasilinear approximation,” it is easy to see how effective any interventions that are designed to resonate with the normal oscillation disturbances, can be.   
The quasilinear approach has been applied to supply chain oscillations, using the  externally applied pseudo-thermodynamic forces of Section 2, and has shown that the damping of the supply chain oscillations also result in a change in the steady state distribution function describing the chain.   The consequence is that steady state production rates can be increased.  In a sense, the resonant interactions result in the conversion of the “energy” in the normal mode fluctuations to useful increased production flow rates.  A detailed treatment of this problem is available at Dozier and Chang (2007).
To summarize, the statistical physics results described in Sections 2 and 3 suggest that universal information exchange appears to provide a more effective means for damping inventory oscillations than local information exchange.  This is consistent with intuition:  the over-reaction of managers in the chain to fluctuations can cause the fluctuations to grow, and the over-reaction can be decreased by increasing knowledge of the state of the entire chain.  
To promote the more efficient operation of supply chains by the use of information technology, a simple simulation program has been developed.   This simulation is in the form of a “game” that supply chain managers can play to directly experience the benefits of information technology.  We conclude in the next section with a description of this game.  
4.  Supply chain simulation program
The beer distribution board game developed by Sterman and Fiddaman (1993) and ported to  PC’s by Densmore (2004) provided good demonstrations of supply chain inventory fluctuations discussed above.  At the same time, however, no learning or training pedagogies were used to interactively explore the economic benefits of information technology in damping inventory fluctuations and thus reducing supply chain reducing total costs.  The purpose of the new simulation learning object described below is to highlight the impact of information technology investments on the economic performance of an entire supply chain. 

The simulation learning object runs on client server network architecture.   Ease of use results is obtained through the use of an agent-based simulation.  Agent-based simulation is a relatively mature field [See, e.g., Bankes (2002), Macal and North (2005, 2006), North and Macal (2007)] .  Several agent-based modeling and simulation software toolkits exist:  Repast (Java), Netlogo, Starlogo, MASON, and Any Logic.  The capabilities of the toolkits can also be aided by general tools, such as MATLAB and Mathematica.  The toolkits have been applied in a variety of fields, including cellular and bacterial biology, chemistry, electric power systems, and economics.
The heart of agent-based simulation is the “agent”.  The agent is a discrete entity that has its own goals and rules of behavior.  The agent is autonomous in the sense that it is capable of adapting and modifying its behavior in order to achieve its goals.  Agents can interact with each other, and the interesting results of a simulation occur because of these interactions.  Thus, in designing a simulation, it is necessary to ascribe to an agent its attributes and goals, its rules of behavior, its memory, and its interactions with other agents.  

The recently developed learning object simulation is based on the Netlogo toolkit.  The learning object takes the form of a game, in which the player can see how the investment that they make in information technology can impact the game’s outcome.

The goal of the player in the game is to minimize the total costs incurred in the supply chain for a given specified total number of product units purchased over several buying cycles by the customer at the end of the chain.  The game dramatically illustrates the lowering of net costs by investments in information technology.  
In the learning object simulation, there are four interacting agents, each corresponding to one of four entities in a supply chain:  a retailer, a wholesaler, a distributor, and a factory.  Presently only one agent – the retailer – is under the direct control of the player.  However, the player can indirectly influence the behavior of the other three simulated agents by providing them with information.
Specifically, the player is assigned the role of the purchasing manager of the retailer at the end of the supply chain.  
During the game, the player uses NetLogo’s Hubnet client software to make retailer inventory management decisions by interactively placing orders to the wholesaler At the end of the 104 purchasing cycles, the total cost of the entire chain is examined.
At each purchasing cycle, there are two possible behaviors of the other three agents (the wholesaler, distributor, and factory entities in the chain).  Their behaviors are based on those tabulated by Sterman and Fiddaman in a large number of runs of their beer distribution game [Sterman and Fiddaman (1993)].  
The two possible behaviors are:  (1) an “average” behavior based on the typical responses observed in the beer game, or (2) an “altered” behavior based on knowledge sharing that is determined by the investment profile of the retailer.   If the player does not invest in information sharing technology, then each of their actions at each purchasing cycle is the autonomous “average” response.  On the other hand, if investments in information exchange occur, then each entity responds with a negotiated “optimized” response.
At each purchasing cycle, the player himself can choose to place his orders in two possible ways;

1.  The first is follow his instinct, based on (a) what he estimates the future customer demand will be, (b) how much he has already ordered, (c) any difference (discrepancy) between his inflow and outflow, and (d) his inventory level compared to what he perceives to be an optimum level.

2.  The second is to purchase an “optimized” behavior based on a computed using the Sterman behavior maodel.

During the 104 purchasing cycles in the game, the player can employ any combination of three ordering techniques; manual, local PC assistance, information sharing collaborative.  
In the game, the player can make information technology (IT) investments in two ways:

There is a cost associated with each of these two IT choices.  However, there is also a penalty cost associated with not having enough inventory stock at any one time.  So the game demonstrates whether the costs associated with the information technologies is more than compensated by the decrease in the penalty costs of not having proper inventory levels. 

Initial runs with a limited number of participants show a dramatic dependence of total costs on the extent of information technology investment, with the collaborative technology investment options yielding the best results.  Tests of the program with a larger population of university students at USC and the Claremont Graduate School is beginning, and data is being collected to obtain statistically meaningful results on the impact of information technology investment on controlling unwanted inventory oscillations and minimizing supply chain costs.

It is hoped that the learning object game will become widely used in the near future by supply chain managers as a discovery learning  tool that provides motivation for more aggressive investments in information technology.

It is anticipated that future supply chain learning object simulation games will incorporate more of the specific insights gained by applying statistical physics to the inventory fluctuations problem, such as those described in Sections 2 and 3.  This will be done initially by providing the player with a greater range of purchasing strategy options based on the statistical physics results and more dynamic economic environments.  
Future games will also allow multiple players to operate at any desired level within the multiple chains; so that experience can be gained on the impact of information exchange in a wide variety of topologies can be experienced.  That should present a more frustrating first-hand experience of the “bullwhip” effect in which inventory fluctuations at the retail level get translated into violent fluctuations at the factory level [Sterman and Fiddaman (1993)].  Asynchronous purchasing by the different entities will be permitted, to mimic more realistically the time delays experienced in real-life situations.  And other goals will be introduced, such as the increase in production flow rate for a given total cost.  In addition, future games will accommodate many interacting players, each assigned to operate at a different level.  
The capabilities of agent-based learning object simulations programs, aided by powerful computational tools such as Mathematica, are rapidly expanding.  This makes the simulation field ripe for a systematic exploration of the complex collective effects of interactions between the entities in supply chains.  In particular, it makes possible the practical testing by simulation of optimized management control strategies based on statistical physics techniques.  The impact on national manufacturing competitiveness could be significant, given the widespread presence of supply chains throughout the economy.
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	Company size:       		Large     	 	 Intermediate	  	Small





	IT rank			 59	          	 		70		     81


	#		                	 0.86	           			1.0	                0.90


	E(1000s)			 0.78				0.98		   1.08


	E/company		 0.91				1.0		   1.21


	Sh ($million)		 1.53				1.24		   1.42


	Sh/E ($1000)	 	 1.66				1.34		   1.35


	 β 			 1.11				0.90		   0.99








